(69) Quoi De Neuf Avec Traefik 2.0, Le
Edge Router A 1 Milliard De
Téléchargements?

traetik

Toulouse Devops Meetup - 2019


https://www.meetup.com/fr-FR/Toulouse-DevOps/events/265278248/

Whoami

Jean-Baptiste Doumenjou

e £} Developer
e Maintainer of Traefik
e W @jbdoumenjou

e () jbdoumenjou



https://traefik.io/
https://twitter.com/jbdoumenjou
https://github.com/jbdoumenjou

Contalnous

https://containo.us

e \We Believe in Open Source
e We Deliver Traefik and Traefik Enterprise Edition
e Commercial Support

e 50 people distributed, 90% tech



https://containo.us/




THE EVOLUTION OF

SOFTWARE ARCHITECTURE

SPAGHETTI-ORIENTED
ARCHITECTURE
(aka Copy & Paste)

LASAGNA-ORIENTED
ARCHITECTURE
(aka Layered Monolith)

RAVIOLI-ORIENTED
ARCHITECTURE
(aka Microservices)

WHAT'S NEXT?
PROBABLY PIZZA-ORIENTED ARCHITECTURE

By @benorama



The Premise Of Microservices:-:




--+And What Happens
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9 GitHub (preview)

mage: 1ceberg

argst
0

|| ‘name: query
; erPort: 8681

e

- containerPort:

- = containerPort:

- name: blob-

= containerPort:
‘name: query
containerPort:
‘name: jm-ui

- env: -
‘= name: JOB_MANAGER_RPC_ADDRESS~ ‘ _ Commit message
| value: jobmanager - 0

a bump the resources temporarily to see if we ca..  Undo

@ set 1 replicate for now
@) Revert "do we need to recreate?*
. [ dowe need to recreate?

- containerPort: 6121
@ fixservice name

name: tm-data

B L T

config/kubernetes/default/deployments/fiink-scaffold.yaml D 0A0® 0 27:24 Prettier v : ® LF UTF-8 YAML [ moda-deploy

MacBook Pro

https://twitter.com/Caged/status/1039937162769096704
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https://twitter.com/Caged/status/1039937162769096704




Here Comes Traefik!

FROM THE INTERNET To YOur INFRASTRUCTURE
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Traefik Project

e MIT License

e Written in Go

¢ 25000+ ¥ 1B+ ¥ 400+
e Created in 2015, 4y &3

e CUurrent stable branch:v2.0


https://github.com/containous/traefik




Traefik Is An Edge Router

YOUR INFRASTRUCTURE

ServICE 1
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Dynamically Discovers Services

YOUR INFRASTRUCTURE

| HANDLE
SERVICE 1 /fiesr

HTTP://DOMAIN/fiRST
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Architecture (V2.0) At A Glance

INCOMING REQUEST

ENTRYPOINTS

WHAT AM | LisTENING To?
PorTs, ...

TWEAK THE
REQUEST / RESPONSE

J
ROuTERS /
. CONNECT REQUESTS TO SERVICES ,(? l\
M\ //,f I“"a |
a | Rutes | | MiDDLEWARES ' ~ M}s r‘
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i SERVICES
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“'\

_ /L_f‘\‘*“’:\/"\*
e ~ 0
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Entrypoints

HTTP://DOMAIN/
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RULE: HOST(API DOHAIN)
REQUESTS |
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Middlewares

MIDDLEWARE
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Architecture (Again) At A Glance

INCOMING REQUEST

ENTRYPOINTS

WHAT AM | LisTENING To?
PorTs, ...

TWEAK THE
REQUEST / RESPONSE

J
ROuTERS /
. CONNECT REQUESTS TO SERVICES ,(? l\
M\ //,f I“"a |
a | Rutes | | MiDDLEWARES ' ~ M}s r‘
w‘*”j ;
i SERVICES

WHAT DOES THE REQUEST LOOK LIKE?
HOST, PATH, HEADERS, ...

WHERE IS THE FEATURE?
SERVERS, LOAD BALANCING, ... | / CALLS THE MATCHING SERVER
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Static & Dynamic Configuration
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Show Me The Configuration!



Simple Example With @

HTTP://LOCALHOST

~

Docker APl < - /
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With @&

e \With Docker Compose:

version: '3'!

services:
reverse—proxy:
image: traefik:v2.0
command: ——-providers.docker

ports:
"80:80"

volumes:
— /var/run/docker.sock:/var/run/docker.sock

webapp:
image: containous/whoami

labels:
"traefik.http.routers.webapp.rule=Host ( localhost )"




With @*: Context

# http://mycompany.orqg/jenkins —-> http://jenkins:8080/jenkins
jenkins:

image: jenkins/jenkins:lts

environment :

— JENKINS_OPTS=--prefix=/jenkins
labels:
— "traefik.http.services. jenkins.loadBalancer.server.port=8080" # Because 50000 is also exposed
— "traefik.http.routers.jenkins.rule=Host ('mycompany.org ) && PathPrefix (' /jenkins )"
"traefik.http.routers.jenkins.service=jenkins"




With @*: Rewrites

# http://mycompany.orqg/gitserver —> http://[container IP]:3000
gltserver:
image: gitea/gitea

labels:
— "traefik.http.routers.gitserver.rule=Host ( mycompany.orqg ) && PathPrefix( /gitserver )"
— "traefik.http.middlewares.gitserver-stripprefix.stripprefix.prefixes=/gitserver"
— "traefik.http.routers.gitserver.middlewares=gitserver-stripprefix"




With File Configuration



Canary Releases

http:
services:
canary:
welghted:
services:

— name: appvl
weight: 3 # 75%
name: appvz
weight: 1 # 25%

appvl:
loadBalancer:
Servers:
— url: "http://private-ip-server-1/"
appve:
loadBalancer:
Servers:

— url: "http://private—-ip-server-2/"




Traefik With #

TrAETK As Your INGRESS CONTROLLER IN KUBERNETES

INCOMING REQUESTS

READS THE INGRESS INGRESS
TO KNOW WHERE TO

.
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Diagram from https://medium.com/@geraldcroes


https://medium.com/@geraldcroes

Example Code With #

apiVersion: extensions/vlbetal

kind: Ingress
metadata:
annotations:
kubernetes.io/ingress.class:

spec:

'"traefik'

rules:
— host: localhost

http:
paths:
— path: "/whoami"
backend:
serviceName: webapp
servicePort: 80




# CRD - Custom Resources Definition

# File "webapp.yaml"
apiVersion: traefik.containo.us/vlalphal
kind: IngressRoute
metadata:
name: simpleingressroute
spec:
entryPoints:
- web
routes:
— match: Host ("  localhost ) && PathPrefix( /whoami’)
kind: Rule
services:
— name: webapp
port: 80

$ kubectl apply —-f webapp.yaml
$ kubectl get ingressroute



# & TCP (With CRD

apiVersion: traefik.containo.us/vlalphal

kind: IngressRouteTCP

metadata:
name: ingressroutetcpmongo.crd

spec:
entryPoints:
— mongotcp
routes:
— match: HostSNI ( mongo-prod’ )
services:
— name: mongo-prod
port: 27017







Demo 1 - TCP

TCP

LOCALHOST: 2“1‘11
Sdocker* - w
)
\
)‘

. mo;lgo DB

-f"f‘-.-‘-wh‘ﬁ.__df".—ﬁ ‘

Demo Code on ©


https://github.com/containous/slides/tree/meetup-toulouse-devops-2019/demo/traefik-v2/mongo/01-mongo

Demo 2 - TCP + TLS

TCP
MONGO1.LocAL:2 1017

—~— — - &
Sdocker{ q{;

K YTERMINATION
\ OSpSEmETO @



https://github.com/containous/slides/tree/meetup-toulouse-devops-2019/demo/traefik-v2/mongo/02-tls-mongo

Demo 3 - SNI Routing + TLS Passthrough
For TCP

MONGO1.LOCAL:2T013 MONGOZ2.LoCAL:2T01F

ﬂj \ﬁ# -
TERMINATION . PASSTHROUGH '
« \ 4

. @
|

‘mvongoDB .moﬂ‘goDB
(no TLS) (1)

""“-u-__...:f"'"““a‘_f\}

Demo Code on ©


https://github.com/containous/slides/tree/meetup-toulouse-devops-2019/demo/traefik-v2/mongo/03-sni-routing-mongo

Demo 4 - Muxing HTTPS And TCP On The
Same Port

MONGOZ.LOCAL: 2701} MONGO2.LoCAL:2T017

Demo Code on ©


https://github.com/containous/slides/tree/meetup-toulouse-devops-2019/demo/traefik-v2/mongo/04-tcp-and-http-routing-mongo

Demo 5 - Canary Release Of A WebApp



https://github.com/containous/slides/tree/meetup-toulouse-devops-2019/demo/traefik-v2/canary

What Next

o KV Store

e UDP

e Canary and Mirroring With K8s CRD
e And More...



We Also Missed Talking About ---

Q' TLS Reverse-ProxyELDERS

KDoYnamic/WILDCAaRD
GREPC Securify %meag@@oxy
S PROMETHEUS TAEGER

) WEBSOCKETSSSL
REDIRECTSDOCKER



More Info

e Back to Traefik 2.0
e Community Forum

e Official Documentation


http://bit.ly/traefik-v2
https://community.containo.us/
https://docs.traefik.io/v2.0/

Traefik Comes




Free Trial

https://containo.us/traefikee


https://containo.us/traefikee

Say Hello To Maesh
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More On Maesh


https://mae.sh/

That's All Folks!






We Are Hiring!
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e Slides (HTML): https://containous.github.io/slides/meetup-toulouse-devops-2019
e Slides (PDF): https://containous.github.io/slides/meetup-toulouse-devops-2019/slides.pdf

e Source on ©: https://github.com/containous/slides/tree/meetup-toulouse-devops-2019


https://containous.github.io/slides/meetup-toulouse-devops-2019
https://containous.github.io/slides/meetup-toulouse-devops-2019/slides.pdf
https://github.com/containous/slides/tree/meetup-toulouse-devops-2019

