Traefik V2.0 In Docker

traetik

San Francisco Docker Meetup - Tuesday 24th of September
2019


https://events.docker.com/events/details/docker-san-francisco-presents-traefik-v20-in-docker-containerd-updates/#/

How To Use These Slides?

e Browse the slides: Use the arrows
» Change chapter: Left/Right arrows
= Next or previous slide: Top and bottom arrows

e Overview of the slides: keyboard’s shortcut "o"

e Speaker mode (and notes): keyboard’s shortcut "s"
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Emile vauge

e £0) Developer
e Creator of Traefik, Founder of Containous
e ¥ @emilevauge

e ) emilevauge



https://traefik.io/
https://containo.us/
https://twitter.com/emilevauge
https://github.com/emilevauge

Contalnous

https://containo.us

e \We Believe In Open Source
e We Deliver Traefik and Traefik Enterprise Edition
e Commercial Support

e 30 people distributed, 90% tech



https://containo.us/




volution Of Software Design

19905 and earlier 20005 2010s

Coupling

Pre-SOA (monolithic) Traditional SOA Microservices
Tight coupling Looser coupling Decoupled




The Premise Of Microservices:-:
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Tools Of The Trade
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9 GitHub (preview)
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Here Comes Traefik!

. FROM THE INTERNET To YOUR INFRASTRUCTURE
AP
API.DOMAIN.COM | - SERVER
5 1, H
L ETRICS KUBERNETES
HTTPS TRACING HESOS
A Loas
ﬁ Wes PRIVATE
DOMAIN.COM/WEB ] ZERVER ERVER
traefik
BACKOFFICE
AuToHATIC & DYNAMIC Lop 1 BACKOFFICE
BACKOFFICE.DOMAIN.COM ROUTING _Baancne | SERVER =1
> SERVER - 2
DoCKER ‘

AuTo DIScoVERY



Traefik Project

e MIT License

e Written in Go

¢ 24,000+ % 1B+ ¥ 400+
e Created Iin 2015, 4Y @

e Current stable branch: v2.0


https://github.com/containous/traefik
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Traefik 2.0 Quick Overview

e Revamped Documentation

e Clarified Concepts

e Expressive Routing Rule Syntax
e Middlewares

e TCP Support

e Canary/ Mirroring

e And so Much More...

Learn more on the


file:///slides/bit.ly/traefik-v2




Traefik Is An Edge Router

YOUR INFRASTRUCTURE
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Traefik Dynamically Discovers
Services



rchitecture (V2.0) At A Glance
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HTTP://DOMAIN/

HTTPS://DOMAIN/

HTTP://DOMAIN: 8081/
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Routers

RoUTER 1 ™3 SERVICE AP

RULE: HosT(APL.DOMAIN)

) —
REQUESTS

\—»«/ LN},‘N&W}

\ CALLS THE MATCHING SERVER

e

SEm (

DASHBOARD }

RouTer 2

RULE: Host(poMan) && PATH(/DB)\
et

MIDDLEWARE: AUTH-USERS -~

ENTRYPOINT-3 |

traefik



Vliiddlewares
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rchitecture (Again) At A Glance
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Static & Dynamic Configuration

@

!
| % ROUTERS W |
\ ENTRYPOINTS w E w T
E ww ) > J)
" <) SERVICES ROVIDER 2|
PROVIDER 7 x
x
x
i
E
%
3}

CONNECTION e
Eaen] | HIDDLEWARES
CERTlﬁCATEs
STorEs & OPTIONS 1

STATIC (STARTUP TIHE) DYNAMIC (WHILE RUNNING) "

N

traefik



Show Me The Configuration!



Simple Example With
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With &

e With Docker Compose:

version: '3'!

services:
reverse—-proxy:
image: traefik:v2.0
command: ——-providers.docker
ports:
- "80:80"
volumes:
— /var/run/docker.sock:/var/run/docker.sock

webapp:
image: containous/whoami

labels:
— "traefik.http.routers.webapp.rule=Host (  localhost )"




With @¥: Context

# https://mycompany.orqg/jenkins —> http://jenkins:8080/jenkins
jenkins:

image: jenkins/jenkins:1lts

environment:

— JENKINS_OPTS=--prefix=/jenkins
labels:
— "traefik.http.services. jenkins.LoadBalancer.server.Port=8080" # Because 50000 is also exposed
"traefik.http.routers.jenkins.rule=Host ('mycompany.org ) && PathPrefix (' /jenkins )"
— "traefik.http.routers. jenkins.service=jenkins"




¥ Rewrites

# https://mycompany.org/gitserver —-> http://gitserver:3000/
gltserver:
image: gitea/gitea

labels:
— "traefik.http.routers.gitserver.rule=Host (' mycompany.org ) && PathPrefix( /gitserver )"
— "traefik.http.middlewares.gitserver-stripprefix.stripprefix.prefixes=/gitserver"
"traefik.http.routers.gitserver.middlewares=gitserver-stripprefix"




¥ Websockets

# https://webterminal.mycompany.orqg —> http://webterminal/
webterminal:

image: ts10922/ttyd
labels:
— "traefik.http.routers.devbox.rule=Host ( webterminal .mycompany.org )"




With File Configuration



Canaray Releases

http:
services:
canary:
welghted:
services:
— name: appvl
weight: 3 # 75%
name: appvz
weight: 1 #25%
appvl:
loadBalancer:
servers:
— url: "http://private-ip-server-1/"
appva:
loadBalancer:
servers:
— url: "http://private-ip-server-2/"







Demo 1 - SNI Routing + TLS
Passthrough For TCP
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https://github.com/containous/slides/tree/docker-meetup-sf/demo/traefik-v2/mongo/03-sni-routing-mongo
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Demo 2 - Muxing HTTPS And TCP
On The Same Port
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Demo Code on ©


https://github.com/containous/slides/tree/docker-meetup-sf/demo/traefik-v2/mongo/04-tcp-and-http-routing-mongo

Demo 3 - Canaray Release Of A
WebApp
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Traefik Comes In Herd




High Availability
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SECURITY

traefik ENEREEIEE Y

Security

10.



SCALABILITY

treefik ENEERNEEEY

Scalability
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As Simple As Traefik

e |[Nnstall It:

# Cluster Installation
traefikeectl install \

——licensekey="SuperSecretLicence" \
——dashboard \
——kubernetes # Or —-—swarm

e Configure It:

# Routing Configuration, same as Traefik's
traefikeectl deploy \

——acme.emall=ssl-admin@mycompany.org
——acme.tlsChallenge

10.



Free Irial

https://containo.us/traefikee


https://containo.us/traefikee
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Say Hello To Maesh

SV



What Is Maesh??

Maesh is a lightweight, easy to configure,
and non-invasive service mesh that allows
visibility and management of the traffic
flows inside any Kubernetes cluster.



Vlaesh Architecture
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More On Maesh

e Built on top of Traefik,
e SMI (Service Mesh Interface specification) compliant,

e Opt-in by default.


https://mae.sh/

That’s All Folks!






We Are Hiring!




Thank You!

W @emilevauge

O emilevauge

e Slides (HTML): https://containous.github.io/slides/docker-meetup-sf
e Slides (PDF): https://containous.github.io/slides/docker-meetup-sf/slides.pdf

e Source on O: https://github.com/containous/slides/tree/docker-meetup-sf
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